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Abstract -- The problem of text clustering arises in many 
application domains such as the web applications, network 
applications, and other digital collections. Enormously 
increasing amounts of text data in the substance of these large 
collections has led to a fascination in creating scalable and 
effective mining algorithms. Clustering is especially useful for 
organizing documents to enhance retrieval and support 
browsing. Many text documents has text data along with other 
auxiliary attributes, that are also known as side information 
or Meta information. That side information may be useful for 
clustering purpose or may be harmful as it has noisy 
attributes. The spherical k-means algorithm, i.e., the k-means 
algorithm with cosine similarity, is a popular method for 
clustering high-dimensional text data. In this algorithm, each 
document as well as each cluster mean is represented as a 
high-dimensional unit-length vector. 
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I. INTRODUCTION

Clustering is a popular strategy for implementing 
parallel processing applications because it enables 
companies to leverage the investment already made in PCs 
and workstations. The goal of clustering is to determine the 
intrinsic grouping in a set of unlabeled data[4]. 

Efficient content mining is an important task for Web 
communities. Most of existing information is stored on the 
Web. Its electronic format makes it easy searchable by 
means of informational technologies. Such a way Web 
becomes an electronics repository of human knowledge. As 
the information on the Web has no fixed structure the web 
users has to rely on dynamic, learning based methods to get 
efficient access to needed information. 

Achievement of better efficiency in retrieval of relevant 
information from an explosive collection of data is 
challenging. In this context, a process called document 
clustering can be used for easier information access. The 
goal of document clustering is to discover the natural 
grouping(s) of a set of patterns, points, objects or 
documents. Objects that are in the same cluster are similar 
among themselves and dissimilar to the objects belonging 
to other clusters. The purpose of document clustering is to 
meet human interests in information searching and 
understanding. The challenging problems of document 
clustering are big volume, high dimensionality and 
complex semantics. Our motive in the present paper is to 
extract particular domain of work from a huge collection of 
documents using K-Means and K-Medoids clustering 
algorithm and to obtain best clusters which later on can be 
used for document summarizations. 

II. K-MEANS CLUSTERING

Suppose a data set, D, contains n objects in Euclidean 
space. Partitioning methods distribute the objects in D into 
k clusters, C1,… Ck, that is, Ci  D and Ci∩Cj=Ø; for(1≤i, 
j≤k). An objective function is used to assess the partitioning 
quality so that objects within a cluster are similar to one 
another but dissimilar to objects in other clusters [3]. This 
is, the objective function aims for high intracluster 
similarity and low intercluster similarity. 
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Distance Metrics: 
In order to measure the similarity or regularity among 

the data-items, distance metrics plays a very important role. 
It is necessary to identify, in what manner the data are 
inter-related, how various data dissimilar or similar with 
each other and what measures are considered for their 
comparison. The main purpose of metric calculation in 
specific problem is to obtain an appropriate distance 
/similarity function. 

Euclidean distance computes the root of square 
difference between co-ordinates of pair of objects. 
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III. SPHERICAL K-MEANS

The spherical k-means algorithm" of is a simple fixed-
point heuristic for minimizing ∑i(1-cos (xi, pc ( i ))) which 
iterates between computing optimal cluster ids for fixed 
prototypes and computing optimal prototypes for fixed 
cluster ids. A centroid-based partitioning technique uses the 
centroid of a cluster, Ci, to represent that cluster. 
Conceptually, the centroid of a cluster is its centre point 
[4]. The centroid can be defined in various ways such as by 
the mean or medoid of the objects (or points) assigned to 
the cluster. 
Cosine Similarity: 
Cosine similarity is a measure of similarity between two 
non-zero vectors of an inner product space that measures 
the cosine of the angle between them. The cosine of 0° is 1, 
and it is less than 1 for any other angle [2]. It is thus a 
judgment of orientation and not magnitude: two vectors 
with the same orientation have a cosine similarity of 1, two 
vectors at 90° have a similarity of 0, and two vectors 
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diametrically opposed have a similarity of -1, independent 
of their magnitude. Cosine similarity is particularly used in 
positive space, where the outcome is neatly bounded in 
[0,1]. 
 

IV. ALGORITHM 
Step 1: Read the dataset with ‘n’ number of documents. 
Step 2: Remove stop words from each document. 
Step 3: Apply stemming to reduce inflectional forms. 
Step 4: Compute term frequency of each document. 
Step 5: Apply k-Means algorithm. 
Step 6: Find Euclidian distance between each cluster. 
Step 7: Apply spherical K-Means algorithm based on 

centroids. 
Step 8: Find purity factor. 
Step 9: Query search for results. 

 
V. IMPLEMENTED WORK 

a) Stopword removal: 
Collected documents contain some unnecessary words 

by which dimensionality of a document will be increased; 
we should remove those words to get proper result. 
Pronoun, adverb, preposition etc. which are used constantly 
throughout in a document has to be removed. 

 

 
Fig.1. Removing stopwords from each cluster 

 
Fig.1. shows removing of stopwords from the text files. 
 
b) Stemming: 

Stemming is the process of reducing inflected (or 
sometimes derived) words to their word stem, base 
or root form—generally a written word form. For 
grammatical reasons, documents are going to use different 
forms of a word, such as organize, organizes, 
and organizing. 

 
Fig.2. Apply stemming to reduce inflectional forms 

 
Fig.2. shows applying stemming to reduce inflectional 
forms from the text files. 
 
c) K-means: 

Suppose a data set, D, contains n objects in Euclidean 
space. Partitioning methods distribute the objects in D into 
k clusters, C1,… Ck, that is, Ci ⊂ D and Ci∩Cj=Ø; for(1≤i, 
j≤k). An objective function is used to assess the partitioning 
quality so that objects within a cluster are similar to one 
another but dissimilar to objects in other clusters. This is, 
the objective function aims for high intracluster similarity 
and low intercluster similarity. 
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Fig.3. calculating k-means with distance 

 
Fig.3. shows calculating Euclidian distance for clusters. 
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d) Spherical k-means 
The spherical k-means algorithm" of is a simple fixed-

point heuristic for minimizing, which iterates between 
computing optimal cluster ids for fixed prototypes and 
computing optimal prototypes for fixed cluster ids. A 
centroid-based partitioning technique uses the centroid of a 
cluster, Ci, to represent that cluster. Conceptually, the 
centroid of a cluster is its centre point. The centroid can be 
defined in various ways such as by the mean or medoid of 
the objects (or points) assigned to the cluster. 

∑i(1-cos (xi, pc ( i ))) 
 

 
Fig.4. calculating spherical k-means clustering 

 
Fig.4. shows performing spherical k-means clustering with 
cosine similarity measurement. 
 
e) Purity 

Purity is a one of very important validation measure to 
determine the cluster quality. Based on the purity factor 
efficiency of a cluster can evaluate. Here, the cluster 
efficiency is evaluated between standard k-means and 
spherical k-means [1]. The purity factor formula has given 
below 

 
Where Ω= {w1, w2,….., wk}is the set of clusters 
and ₵={c1,c2,….,cj} is the set of classes. We interpret wk as 
the set of documents in wk and cj as the set of documents 
in cj in Equation. 
 
 
 

 
Fig.5. calculating purity factor 

 
Fig.5. shows the calculating purity factor between k-
means clustering and spherical k-means clustering. 
 

f) Bar graph: 
Pictorial representation of purity measure of k-means 
and spherical k-means. 

 
Fig.6. bar graph for purity factors 

Fig.6. shows the bar graph for purity factors of k-means 
and spherical k-means. 
 
g) Query search 

Searching each word from database in query search the 
results will be displayed with clustered and weight rank of 
the term and the documents having the search term. 
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Fig.7. performing query search from database 

Fig.7. shows the query search results of each term in the 
given dataset. 

CONCLUSION 
Spherical k-means clustering is a central technique for 

addressing current data analysis challenges, especially in 
the context of large collections of text documents. Solving 
spherical k-means clustering problems corresponds to 
finding optimal group memberships employing the cosine 
similarity measure. By finding purity factor for both 
standard k-means and spherical k-means we concluding 
that spherical k-means is more efficient for grouping large 
context datasets. 
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